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About the Images…
• I often use my photos for background 

images.

• Since AI made photography obsolete 🤓, 
these images enhance my photos with 
“extra stuff” or they are AI-generated 
images using one of my photos as a 
“reference” image.

• (The image on the right is not mine…) 

https://discuss.systems/@mikemathia@ioc.exchange/112687372445996049 

https://discuss.systems/@mikemathia@ioc.exchange/112687372445996049


Outline
•The AI Alliance - Why?

•AI Status and Challenges Today

•What Works Now?

•Challenges Blocking Successful Use

•Cost, Alignment & Safety, Data Governance, 
and Regulations

•Generative AI in Five Years?



The AI Alliance brings together 
organizations, people, and resources to 
accelerate open innovation, technology 
development and adoption.

Launched December 5, 2023

bsky.app/profile/aialliance.bsky.social

 https://bsky.app/profile/aialliance.bsky.social

linkedin.com/company/the-aialliance/

https://bsky.app/profile/aialliance.bsky.social
https://www.linkedin.com/company/the-aialliance/


Map of 
Members
Member organizations 
in the AI Alliance 
comprise academia, 
commercial, research 
and non-profits and 
span the globe. 

Our core beliefs in AI 
that is open is the tie 
that binds us, despite 
our differences.

The AI Alliance is made up of +120 organizations in 
+20 countries, and growing



Focus 
Areas & 
Mission

6

1.  Skills & Education

4.  HW Enablement

2. Trust & Safety

5. Foundation 
Models & Data 

3. Applications &                 
Tools

6. Advocacy

Support global AI skills 
building, education, and 
exploratory research.

Foster a vibrant AI hardware 
accelerator ecosystem 
through SW.

Create benchmarks, tools, and 
methodologies to ensure and 
evaluate high-quality and safe 
AI.

Enable an ecosystem of open 
foundation models and 
datasets for diverse 
modalities.

Build and advance efficient 
and capable software 
frameworks for model 
builders and developers.

Advocate for regulatory 
policies that create a healthy 
open ecosystem for AI.

Represents the 
investment 
priorities for the 
AI Alliance

Member organizations 
have the choice to 
take part in one or 
more of these six 
focus areas and the 
agility to shift 
participation based 
on their interest and 
priorities.



What Works Now?



https://mas.to/@carnage4life/112593042823322764

Augmentation of productivity 
is much easier to do than 

automation (replacement of 
humans).

https://mas.to/@carnage4life/112593042823322764


✓ Coding assistance

✓ Creative ideas

✓ Summarization

✓ Improve grammar and spelling

✓ Speech transcription

✓ Explain a medical diagnosis to a patient

✓ Use text/speech to access technical systems

✓ Data processing…

Augmentation What are the little points 
of friction in your daily 

work or life tasks? Can AI 
help you do them faster? 



Example

https://www.nytimes.com/2024/07/11/climate/kobold-zambia-copper-ai-mining.html 

Train model with geological 
and mining data to predict 

where the copper is likely to be 

https://www.nytimes.com/2024/07/11/climate/kobold-zambia-copper-ai-mining.html


Example

https://ds4sd.github.io/docling/ (IBM)

Convert PDFs, Office docs, etc. 
into more usable formats

https://ds4sd.github.io/docling/


Example

https://www.levee.biz/

Levee uses machine 
vision to augment 

productivity for hotel 
housekeeping staf



? Chatbots

? Autonomous vehicles

? Autonomous robots

? … anything where it’s assumed you don’t need 
“a human in the loop”

Automation (A Lot Harder)

All suffer from the current 
limitations I’ll discuss in a 

moment, but first…



(Good) 
Example

Chatbots that work 
because of focused 
use cases, extensive 
model “tuning”, and 

complementary 
services

https://www.hippocraticai.com/



(Good)
Example

Backed by ~20 
years of R&D, 

extensive sensors, 
and hard data 

science

https://waymo.com/



Challenges 
Blocking 

Successful 
Use of AI



•Total Cost of Ownership

•Alignment & Safety

•Data Governance

•Regulations and Policy

Challenges 
Blocking 

Successful 
Use of AI



Total Cost of 
Ownership

(See also the “extra slides” at the 
end with more technical details)



Generative AI Is Expensive
• TCO for Gen AI inference is expensive more than other services.

Harvard Business Review - What CEOs Need to Know About the Costs of 
Adopting GenAI: 
https://hbr.org/2023/11/what-ceos-need-to-know-about-the-costs-of-adopting-genai 

McKinsey: https://ceros.mckinsey.com/genai-cost-interactive-desktop/p/1 

Forbes: link

http://www.apple.com
http://www.apple.com
https://hbr.org/2023/11/what-ceos-need-to-know-about-the-costs-of-adopting-genai
https://ceros.mckinsey.com/genai-cost-interactive-desktop/p/1
https://www.forbes.com/sites/tiriasresearch/2023/05/12/generative-ai-breaks-the-data-center-data-center-infrastructure-and-operating-costs-projected-to-increase-to-over-76-billion-by-2028/


Alignment & Safety 



Alignment - Assuring that the model or AI 
application works as intended, i.e., that the 
results satisfy requirements for:

• Usefulness for user goals - is it helpful?
• Factually correct, i.e., free of hallucinations

Safety - (Sometimes considered part of Alignment)
• Security
• Free of bias, objectionable output, and 

copyrighted material
These are the 

hardest problems 
blocking broader 

adoption of Gen. AI

Alignment & Safety 



Examples - are the results helpful?

• If you ask for a cake recipe, do you get 
a history of cakes instead?

• If you ask for vacation travel itinerary, 
does it give you fictitious sites to see?

Alignment: Utility  



Context matters: What are the users’ intentions 
and requirements?

Hallucinations are good for:
• Creative pursuits, e.g.,

• Story and script ideas
• Image and video generation

• (But copyright infringement 
is important)

Hallucinations are bad for:
• Customer service chatbots
• Cancer detection in CT scans
• Loan applications
• Legal briefs
• Search
• Resumes

Alignment: Hallucinations  



Safety: Security
You need all the cybersecurity technology you 
already use, plus prevention of …

• Prompt hacking - queries that coerce the 
model to do undesirable things

• ➡ Filter user prompts (and responses)

• Data poisoning - introduced in tuning, RAG1, 
etc. to undermine the model’s utility & safety

• ➡ Use data governance!

• …
1RAG (retrieval-augmented generation) - see extra slides

“Ignore all previous 
instructions”



Safety: Bias, …
Models are not human brains. They need:

• “Tuning” to be better at instruction following, 
Q&A, avoiding controversial topics

• Filter user prompts and model outputs for 
objectionable content

• AI applications need to complement models with:1

• Reference data for domain details and recent 
events (RAG)

• Integrate other, complementary services that are 
good at planning, reasoning, mathematics, etc. 1See extra slides



Safety

Some AI Alliance Trust and Safety projects:
thealliance.ai/focus-areas/trust-and-safety

https://thealliance.ai/focus-areas/trust-and-safety


Data 
Governance



Where did the data come from? 
Do you have the right to use it 
for model training and tuning?

One reason model builders 
don’t “open source” their 
training data: legal risks



Solutions
Guidance

• Understand licenses and “model cards” of models
• Understand licenses, provenance and “data cards” of 

third-party data
Where the Industry Is Headed

• AI Alliance Open Trusted Data Initiative
• Define governance and provenance standards
• Define conformant data “subsets” from data leaders

• Common Crawl, Pleias, BrightQuery, …
• Process and catalog datasets for various target use 

cases 

https://the-ai-alliance.github.io/open-trusted-data-initiative/


Regulations 
(and Policy)



US vs. EU Regulations 

•whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-
artificial-intelligence/

•europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


US vs. EU Regulations

•whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-
artificial-intelligence/

•europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence

In general, the EU is 
moving (too?) aggressively, 

while the US is taking a 
more measured approach.

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


But…
Unfortunately, some 

US states are pursuing 
their own regulations 

(e.g., CA SB1047, which 
was vetoed)



But…

•https://arstechnica.com/ai/2024/11/trump-victory-signals-major-shakeup-for-us-ai-regulations/ (A few days after the election…)

https://arstechnica.com/ai/2024/11/trump-victory-signals-major-shakeup-for-us-ai-regulations/


Policy & Advocacy

AI Alliance advocacy work:
thealliance.ai/focus-areas/advocacy

https://thealliance.ai/focus-areas/advocacy


Legal

Is it fair use to train 
with copyrighted 
data?

nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html

• Some legal experts say, it is fair use, like you reading 
and learning from the NY Times, WSJ, books, etc.

• What matters is:
• Did you acquire the information legally?
• Did you provide appropriate attribution of output?

https://research.aimultiple.com/generative-ai-copyright/


Question:

Can AI-generated content be copyrighted?

• “…, in the United States, copyright laws do not protect works 
created solely by a machine. But if an individual can 
demonstrate substantial human involvement in its creation, 
then it is plausible they may receive copyright protection.”

• But if model training (prev. slide) is treated like a human 
activity, shouldn’t creating content also be treated this way?

research.aimultiple.com/generative-ai-copyright/

https://research.aimultiple.com/generative-ai-copyright/


Thank You

• thealliance.ai
• dwampler@thealliance.ai
• @deanwampler: 
• deanwampler.com/talks

thealliance.ai deanwampler.com/talks

https://Inspection%20for%20better%20safety%20More%20access%20More%20innovation%20One%20size%20does%20not%20fit%20all
mailto:dwampler@thealliance.ai
https://bsky.app/profile/deanwampler.bsky.social
http://deanwampler.com/talks
https://thealliance.ai
http://deanwampler.com/talks


Extra Slides

Notes about the images and 
more technical details about 

some of the topics.



Notes
© Text 2023-2024, Dean Wampler, © Images 2004-2024, Dean Wampler, except where noted. Most of the images are 
based on my photographs (flickr.com/photos/deanwampler/), but they are manipulated by AI in some way. Where noted, 
the image was generated by Adobe Firefly with one of my pictures as a “reference image” for the style. For other images, I 
used Firefly to add elements to my photograph.
1. Title slide uses this Colorado image enhanced with Firefly: https://www.flickr.com/photos/deanwampler/53146418615/
2. “What Works Now?” and the end “Thank You" slide are images generated by Firefly using the same sunset image 

taken from Clingmans Dome, Great Smoky Mountains NP as a reference image: flickr.com/photos/deanwampler/
51664228468/

3. “The Challenges to Success” image was generated by Firefly using this Tower of London image as a reference image: 
https://www.flickr.com/photos/deanwampler/30651106445/ 

4. “Total Cost of Ownership” uses this Chicago Park image enhanced with Firefly: https://www.flickr.com/photos/
deanwampler/53419199087/

5. “Alignment & Safety” image is an Oregon coast image enhanced with Firefly: flickr.com/photos/deanwampler/
4850305877/

6. “Data Governance”, image generated by Firefly using this Wind River Range astro image as a reference image: 
flickr.com/photos/deanwampler/53004539434/

7. “Regulation and Policy” image is a fake European government building where I used a night-time image of the Brussels 
City Hall as the reference image (not on Flickr).

https://www.flickr.com/photos/deanwampler/
https://www.flickr.com/photos/deanwampler/53146418615/
https://www.flickr.com/photos/deanwampler/51664228468/
https://www.flickr.com/photos/deanwampler/51664228468/
https://www.flickr.com/photos/deanwampler/30651106445/
https://www.flickr.com/photos/deanwampler/53419199087/
https://www.flickr.com/photos/deanwampler/53419199087/
http://flickr.com/photos/deanwampler/4850305877/
http://flickr.com/photos/deanwampler/4850305877/
http://flickr.com/photos/deanwampler/53004539434/


Total Cost of 
Ownership



Generative AI Is Expensive
• TCO for Gen AI inference is expensive more than other services.

Harvard Business Review - What CEOs Need to Know About the Costs of 
Adopting GenAI: 
https://hbr.org/2023/11/what-ceos-need-to-know-about-the-costs-of-adopting-genai 

McKinsey: https://ceros.mckinsey.com/genai-cost-interactive-desktop/p/1 

Forbes: link

http://www.apple.com
http://www.apple.com
https://hbr.org/2023/11/what-ceos-need-to-know-about-the-costs-of-adopting-genai
https://ceros.mckinsey.com/genai-cost-interactive-desktop/p/1
https://www.forbes.com/sites/tiriasresearch/2023/05/12/generative-ai-breaks-the-data-center-data-center-infrastructure-and-operating-costs-projected-to-increase-to-over-76-billion-by-2028/


Solutions: Smaller Models
In 2023 we learned useful model size tradeoffs:

• Big models:
✓More generalizable
✓Highest benchmark scores
𝔁Much higher costs
𝔁High carbon footprint

• Small models:
𝔁 Less generalizable
✓Easy to tune to be very good 

for specific applications
✓Much lower costs
✓Lower carbon footprint



One Solution: Smaller Models
• Mixture of Experts

• Combine several smaller, cheaper models match 
performance of one large model

Few organizations train models from scratch. 
Instead, they pick a good, “open” model and 

tune it for their needs.



Solutions: Better Hardware

While NVIDIA dominates today, radical new 
hardware accelerator architectures promise 
greatly reduced costs.

… and model serving (“inference”) is 
becoming more efficient, too.



Generative AI 
Application 

Design Notes



Never Rely on Models Alone…

Application architectures will not rely solely on models:
• Generative models will always hallucinate.
• We are combining models with other techniques and tools…
• … let’s look at the current state of the art.



query

response
retrieve

“similar” 

context 

data

query + context

context data

(vectors, graphs)

response

app
1

2

3

45

LLM

Retrieval-Augmented Generation 
(RAG)

The first Generative AI app. pattern
• Improves alignment
• Incorporates new knowledge after training was done
• Incorporates proprietary domain or use-case knowledge



Agents

Integrate models with other, complementary services
• More than just data, the ability to:

• Do planning, reasoning, mathematics, …
• Run code, SQL queries, etc.



Agents Example: ReAct

https://react-lm.github.io/ 

https://react-lm.github.io/


Agents Example:
OODA/OpenSSA

https://www.openssa.org/

https://thealliance.ai/blog/advancing-domain-specific-qa-the-ai-alliances-guid 

Observe Orient

DecideAct

https://www.openssa.org/
https://thealliance.ai/blog/advancing-domain-specific-qa-the-ai-alliances-guid

