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Actions

The Agent choses an Action, then
Observes any state changes in the
Environment and a Reward received, if

any.

Agent Environment

Observations
Rewards

Through a sequence of these steps, the

Agent learns a Policy for picking Actions

S . Some systems return
that maximize the cumulative Reward.

a Reward after each
Action. Others, only

Fach sequence is an Episode. It takes
: i at the Episode end.

many Episodes to learn a good Policy.
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https://www.youtube.com/watch?v=Lu56xVlZ40M

Ccompared to
Supervised Learning
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Labeled
Data
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Supervised Learning New, Unlabeled
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Ccompared to
Unsupervised Learning
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RL Applications

Robotics, : .
Industrial System Advertising, .
Games Autonomous S . Finance
Vehicles Processes Optimization § Recommendations

Common Theme:

The ideal applications have sequential,
evolving state for the environment
and the agent.




Actions

RI_ APP' |Cat|OnS AlphaGo, Atari, OpenAl Gym/

Gymnasium, ...

Environment

Robotics,
Autonomous
Vehicles

Industrial System Advertising,
Processes Optimization § Recommendations

Observations
Rewards

Finance

(e} ALPHAGO\ »

— 3

) A  LEE SEDOL
_00:08:32) . 00:00:27 :
:/;\1. “\ .{,.‘.,:’ \ f
*Oe

AlphaGo
Google DeepMind

.....




RI_ AP Pl |Cat|0 A8Y Autonomous vehicles, N-pedal

robots, pick and place robots, ...

Robotics,
Autonomous
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R I_ AP Pl |Cat|0 NS Assembly lines, warehouse and —

delivery routing, ...

Robotics : o Environment
! Industrial System Advertising, . |
Autonomous y 9 Finance Observations

. Processes Optimization § Recommendations Rewards
Vehicles

R —

—

* LEE SEDOL
i 00:00:2

. ALPHAGO |

_ 00:08:32)
f\,. @, .:/h.:|

«®e
Yol
AlphaGo

Google DeepMind
4

i '-3|!- ¥ =
e dml 4 .

Robot View
~

2
4




R L AP P | |Cat I OIART HvAC optimization, networks, i

business processes, ...

Environment

Robotics,
Autonomous
Vehicles

Ind UStrlaI SyStem AdvertISIng.’ Finance Observations
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RI_ APP' |Cat|0n =Y Market trends, timing of trades,
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RL Applications

C O B https:/fopenai.com/blog/chatgpt/

Introducing ChatGPT research release

@OpenAI

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which
interacts in a conversational way. The dialogue
format makes it possible for ChatGPT to
answer followup questions, admit its
mistakes, challenge incorrect premises, and
reject inappropriate requests. ChatGPT is a
sibling model to InstructGPT, which is trained
to follow an instruction in a prompt and

provide a detailed response.

TRY CHATGPT ~

November 30, 2022
13 minute read

B w

Try~» Learn more>

API1

RESEARCH

https://openai.com/blog/chatgpt/

ABOUT

(o)

=

AL
(S35

R 75
TR,

A |

Actions

ChatGPT!
7 M

Policy

Methods

o ' (ata collection setup. We trained an initial model using
supervised fine-tuning: human Al trainers provided conversations in
which they played both sides—the user and an Al assistant. We gave the
trainers access to model-written suggestions to help them compose their

responses. We mixed this new dialogue dataset with the InstructGPT
dataset, which we transformed into a dialogue format.

To create a reward model for reinforcement learning, we needed to
collect comparison data, which consisted of two or more model responses
ranked by quality. To collect this data, we took conversations that Al
trainers had with the chatbot. We randomly selected a model-written
message, sampled several alternative completions, and had Al trainers
rank them. Using these reward models, we can fine-tune the model using
Proximal Policy Optimization. We performed several iterations of

this process.

Step 1 Step 2 Step 3

Collect comparison data and
train a reward model.

Collect demonstration data
and train a supervised policy.

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A prompt and 1’3
several model ~

Explain reinforcement
learning to a 6 year old. outputs are learning to a 6 year old.
sampled.

! o

== The PPO model is
@ 0 initialized from the
2 L T supervised policy.

—_//
We give treats and

A prompt is ~

led from our ~
sampie Explain reinforcement
prompt dataset.

A new prompt is W
sampled from
the dataset.

Write a story
about otters.

A labeler
demonstrates the
desired output



https://openai.com/blog/chatgpt/

AlphaGo example

Deep Reinforcement Learning

Environment

(@ ArHaco | Nt :’ s
’00:08:31 ® | ¢ LEESEDOL Observations
= « 00:00:27
eCe - Rewards
| ) ";W“ .'
e | In’ Convolution
" Yoy ) ' ;..gu_ -
AlphaGo| Ik

AlphaGo (Silver et al. 2016)
e Observations:
O board state
e Actions:
o0 where to place the stones

: LO (Input)
®* Rewards: 512x512 256x256  128x128 64x64 32x32 (Output)
O 1 If YOU Wln T . -bt(ftrdekrﬁght
F | W :genatfer ko
O O OtherWISe Go example creation: ’ ' -nobi

Bob van den Hoek ‘ .. -hane
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Ray RLIID



<« - C O A = https://docs.ray.iofen/master/rllib/index.html

°§ RAY Get started Use cases Libraries v Docs Resources v

D0 X

Ray 3.0.0.devO
Search the docs .. RLIib: Industry-Grade Reinforcement Learning

RLITb

OVERVIEW

Getting Started Guide

Installing Ray
Ray Use Cases RLIib is an open-source library for reinforcement learning (RL), offering support for production-level,
The Ray Ecosystem highly distributed RL workloads while maintaining unified and simple APIs for a large variety of

industry applications. Whether you would like to train your agents in a multi-agent setup, purely from

RAY Al RUNTIME

offline (historic) datasets, or using externally connected simulators, RLIib offers a simple solution

What is Ray Al Runtime (AIR)? for each of your decision making needs.

Key Concepts
If you either have your problem coded (in python) as an RL environment or own lots of pre-recorded,

User Guides v

historic behavioral data to learn from, you will be up and running in only a few days.

Examples v

Ray AIR API RLIib is already used in production by industry leaders in many different verticals, such as climate

Benchmarks control, industrial control, manufacturing and logistics, finance, gaming, automobile, robotics, boat

design, and many others.

RAY LIBRARIES

Ray Data

ey Troin v RLIib in 60 seconds

Ray Tune

Ray Serve
Ray RLIlib

Getting Started with RLIib

Key Concepts

Environments It only takes a few steps to get your first RLIib workload up and running on your laptop.

Algorithms
User Guides v RLIlib does not automatically install a deep-learning framework, but supports TensorFlow (both 1.x

|
Examples with static-graph and 2.x with eager mode) as well as PyTorch. Depending on your needs, make sure R a R I I I b
to install either TensorFlow or PyTorch (or both, as shown below):

Ray RLIib API v


http://rllib.io

To Try It Out...



# Install what we need:
$ pip install "ray]rllib]" tensorflow \
tensorflow-probability pygame

# Train CartPole using DQN, stop after 100 iterations:
# At end, will print the next command to run:
$ rllib train --algo DQN --env 'CartPole-v1'\

--stop {"training_iteration": 200}

# Run CartPole and see how well it goes:
$ rllib evaluate /path/to/checkpoint --algo DQN




Example episode after
training.




Training n=50 episodes
with PPO. Max score is
500. Note that the
average actually dips
above 20 episodes.
Probably overfitting?




RLIID Benefits

e Rich set of RL algorithms

O ... and features for building your own.
® [ntegrated with OpenAl Gym/Gymnasium
O ...and you can build your own environments.

e [ntegrated with PyTorch and TensorFlow.
e Excellent, distributed performance... from Ray!



More Reinforcement
L earning Concepts
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EXPIOItatIOn Actions
\AY
Exploration

Agent Environment

What if the agent finds an action with a Observations
ewaras

good short-term reward? Should it keep

exploiting it?

The “Exploitation vs.
Or, should it explore other actions, in case Exploration Tradeoft”

even better options exist?




Actions

Good Reward? e 0

N\ N

o e ~
' N s
( ) ﬂ )
p— ./
7N "
() O
\./ o

L Tol

AlphaGo
Google DeepMind

Environment

Games often only provide a reward at Observations
ewaras
the end of the episode - win or |ose.

Crafting rewards is hard.
Intermediate rewards can lead

What about intermediate rewards? e
to greedy optimization and

local optima rather than the
desired global optima - the
cumulative reward.




Environments Actions
and Offline RL

What if you want to train an RL system to optimize
performance of a chemical plant?

You can’t let a naive policy drive your plant while it
learns!! The plant might be too complex to simulate, too. Offline RL works with
The higher the stakes, the greater the fidelity required. historical data instead of

interacting with the
However, since these environments generate “log” data, environment.

what about using this historical data, instead?
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https://openai.com/blog/chatgpt
https://huggingface.co/blog/rlhf

huggingface.co/blog/rihf

Writing a loss function to capture these attributes seems intractable and most language models
are still trained with a simple next token prediction loss (e.g. cross entropy). To compensate for
the shortcomings of the loss itself people define metrics that are designed to better capture

human preferences such as BLEU or ROUGE. While being better suited than the loss function

itself at measuring performance these metrics simply compare generated text to references
with simple rules and are thus also limited. Wouldn't it be great if we use human feedback for
generated text as a measure of performance or go even one step further and use that feedback
as a loss to optimize the model? That's the idea of Reinforcement Learning from Human
Feedback (RLHF); use methods from reinforcement learning to directly optimize a language
model with human feedback. RLHF has enabled language models to begin to align a model

trained on a general corpus of text data to that of complex human values.



https://huggingface.co/blog/rlhf

Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO

reinforcement learning algorithm.

: = :
A promptis i y A prompt and C} A new prompt is W e
sampled from Write a story

sampled from our Explain reinforcement several model Explain reinforcement
prompt dataset. learning to a 6 year old. outputs are learning to a 6 year old. the dataset. Rl
sampled.

! 0 O

el The PPO model is
A labeler @ (& (D] initialized from the

demonstrates the Porsi W:?.‘;::‘;"j?"" supervised policy.
desired output 4 y

behavior. We give treats and T
A labeler ranks the @ The policy generates

punishments to teach...
outputs from best an output.

to worst. Q < Q

This datais used to
fine-tune GPT-3.5
with supervised
learning.

The reward model
calculates a reward
for the output.

This data is used

to train our % = < The reward is used

reward model. to update the

0-0-0-0 policy using PPO.

Many variantions. Here Is
OpenAl’s approach.

Credit: openai.com/blog/chatgpt


https://openai.com/blog/chatgpt

Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

r “~
./
Explain reinforcement

learning to a 6 year old.

'

&

4

We give treats and

punishments to teach...

Step 2

Reinforcement Learning from

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

Credit: openai.com/blog/chatgpt

Explain reinforcement
learning to a 6 year old.

A B

agent is..

© O

n machine We give treats and
learning... punishments to
teach..

v

O

0-0

0-0-0-0

Step 3

Human Feedback

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

e

Write a story
about otters.



https://openai.com/blog/chatgpt

Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO

reinforcement learning algorithm.

A prompt is r ' W e
; | gf e
Sampied from our Explain reinforcement Write a story

prompt dataset. learning to a 6 year old. about otters.

Sample some prompts and
have humans write answers
o BT instead of the Al.

desired output

. We give treats and
behawor. punishments to teach...

generates
an output.

outputs from best
to worst. Q>Q>°>Q
This data is used to

fine-tune GPT-3.5 ‘
with supervised
learning.

The reward model
calculates a reward
for the output.

This data is used

to train our \}52(../ The reward is used
reward model. to update the

0-0-0-0 policy using PPO.

Credit: openai.com/blog/chatgpt


https://openai.com/blog/chatgpt

Reinforcement Learning fromHuman Feedback

Step 1 Step 2

Collect demonstration data Collect comparison data and :
and train a supervised policy. train a reward model. The PO| icy > el

the actions

A promptis C-, A prompt and A NEW promptis

Sampled from our Explain reinforcement several model Explain reinforcement sampled from

prompt dataset. learning to a 6 year old. outputs are learning to a 6 year old. the dataset.
‘ sampled. Environment

A B

In reinforcement Explain rewards... Obse rvations

st The PPO model is Rewards
A labeler @ initialized from the

demonstrates the supervised policy.
desired output 4

. We give treats and
behawor. punishments to teach...

erates

Once upon atime...

Fine tune the model (i.e., the
P policy). with these prompts
fine-tune GPT-3.5 / I
b and answers. It's supervised

learning. because the answers are
“labels”

Credit: openai.com/blog/chatgpt
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Reinforcement Learning fromHuman Feedback

Step 1

Collect demonstration data
and train a supervised policy.

A promptis 1; 3
Sampled from our Explain reinforcement
prompt dataset. learning to a 6 year old.

A labeler
demonstrates the

desired output

. We give treats and
behawor. punishments to teach...

This datais used to
fine-tune GPT-3.5
with supervised
learning.

Step 2

Collect comparison data and
train a reward model.

A prompt and

This data is used .
to train our \}52{/

reward model.
0-0-0-0

Credit: openai.com/blog/chatgpt

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is A
mpled from Write a story
about otters.

) model is
d from the

y generates
|

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.



https://openai.com/blog/chatgpt

Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO

A promptis ™ A prompt and
./
sampled from our several model

Explain reinf t E<Slalr ralof . :
prompt dataset. e outputs are e For a given prom Pt , CO llect
sampled.

! 0o o several model-generated

In reinforcement Explain rewards...
leaming, the

A labeler @ ° (D) ou t P u tS -

demonstrates the
desired output VA4

. We give treats and
behawor. punishments to teach...

punishments to

The policy generates
an output.

A labeler ranks the Once upon a time...

outputs from best
to worst.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

The reward model
calculates a reward
for the output.

This data is used

to train our \}S.é{/ The reward is used
reward model. to update the

0-0-0-0 policy using PPO.

Credit: openai.com/blog/chatgpt
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Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO

reinforcement learning algorithm.

A promptis C-, A prompt and A new prompt is W e

sampled from our Explain reinforcement several model Explain reinforcement sampled from Write a story

prompt dataset. learning to a 6 year old. outputs are learning to a 6 year old. the dataset. about otters.
sampled.

: 06 O f

In reinforcement Explain rewards...
leaming, the

agent is..
A labeler @ (D]
demonstrates the nonachine i iy

desired output 4

. We give treats and
behawor. punishments to teach...

A labeler ranks the A human I’ankS C“Ia be|5”> the

outputs from best

to worst. P FOIM PtS .

This datais used to
fine-tune GPT-3.5
with supervised
learning.

This data is used

to train our \}S.é{/ The reward is used
reward model. to update the

0-0-0-0 policy using PPO.

Credit: openai.com/blog/chatgpt
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Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

r “~
./
Explain reinforcement

learning to a 6 year old.

'

&

4

We give treats and

punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

Explain reinforceme
learning to a 6 year o

aming,

Reinforcement Learning fromHuman Feedback

Step 3

Optimize a policy ¢ |
reward model usi Actions

reinforcement lea /\A
%Policy @
he reward “_
mOdel Agent Environment
determines the

rewards
returned

A new prompt is

Rewards

The policy generates
an output.

Once upon atime...

Use this labeled data to train
a reward model| for
reinforcement learning. This is
different than the policy
model!

Credit: openai.com/blog/chatgpt


https://openai.com/blog/chatgpt

Human Feedback

Reinforcement Learning from

Step 2 Step 3

"Proximal Policy

Optimize a policy against the .. .
k s Optimization

and train a supervised po

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

Now optimize the policy
language model with a series
of prompts.

PPO is an algorithm for RL,
also developed by OpenAl.

|learni

4 N

We give treats and
punishments to teach...

che.

Y

O

0-0

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

0-0-0-0

reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

AW

Write a story
about otters.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

Credit: openai.com/blog/chatgpt
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Reinforcement Learning fromHuman Feedback

Step 1 Step 2

Collect demonstration data Collect comparison data and
and train a supervised policy. train a reward model.

A promptis
sampled from our
prompt dataset.

Further improving the fine-
R tuned policy model from

demonstrates the

desired output . StEP 1 USing RL.

behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

This data is used .
to train our \}52{/

reward model.
0-0-0-0

Credit: openai.com/blog/chatgpt

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is oy
sampled from Write a story
the dataset. about otters.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.



https://openai.com/blog/chatgpt

Step 1

Collect demonstration data
and train a supervised policy.

A prompt is £

led from our i
samp Explain reinforcement
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

learning to a 6 year old.

Step 2

Collect comparison data and
train a reward model.

A prompt and
several model
outputs are
sampled.

Explain reinforcement

For n cycles, generate an

output...

This data is used .
to train our \}SQ{/

reward model.
0-0-0-0

Credit: openai.com/blog/chatgpt

learning to a 6 year old.

A o

Reinforcement Learning fromHuman Feedback

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is oy
sampled from Write a story
the dataset. about otters.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.
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Reinforcement Learning fromHuman Feedback

Step 1

Collect demonstration data
and train a supervised policy.

A promptis ™

led f -
Sampied from our Explain reinforcement

prompt dataset. learning to a 6 year old.
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demonstrates the

desired output V4
behavior We give treats and

Step 2

Collect comparison data and
train a reward model.

A prompt and r?’
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several model Explain reinforcement
outputs are learning to a 6 year old.
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(A B

In reinforcement Explain rewards...
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We give treats and
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fine-tune GPT-3.5

with supervised output from the reward

learning.

model.

Credit: openai.com/blog/chatgpt
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for the output.

The reward is used
to update the
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Step 1

Collect demonstration data
and train a supervised policy.

A prompt is £

led from our e
samp Explain reinforcement
prompt dataset.

'

A labeler @
demonstrates the

desired output V4
behavior We give treats and

punishments to teach...

¢

This datais used to
fine-tune GPT-3.5
with supervised
learning.

learning to a 6 year old.

Step 2

Collect comparison data and
train a reward model.

A prompt and r 7
several model ~

Explain reinforcement
outputs are learning to a 6 year old.
sampled.

A B

In reinforcement Explain rewards...
leaming, the

agent is..

@ O

In machine We give treats and
learning... punishments to
teach..

Y

A labeler ranks the G

>y

Use PPO to update the policy
based on the reward.

l.e., we're doing fine tuning,

usually with LoRA.

Reinforcement Learning fromHuman Feedback
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reward model using the PPO
reinforcement learning algorithm.

A new prompt is oy
sampled from Write a story
the dataset. about otters.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.
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Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect comparison data and
train a reward model.

Collect demonstration data
and train a supervised policy.

Optimize a policy against the

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used to
fine-tune GPT-3.5
with supervised
learning.

Repeat for a new prompt...

outputs from best
to worst.

0-0-0-0

This data is used

to train our
reward model.

Credit: openai.com/blog/chatgpt

reward model using the PPO
reinforcement learning algorithm.

A new prompt is Ay
sampled from
the dataset.

Write a story
about otters.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.
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Reinforcement Learning fromHuman Feedback

Step 1 Step 2 Step 3

Collect demonstration data Collect comparison data and y against the
and train a supervised pali ain a reward mode - ing the PPO

algorithm.

A promptis W
sampled from ou et
prompt dataset. about otters.

Hugging Face has a "Transformer Reinforcement | |
Learning” library to support RLHF: N

A labeler LRI

@ @
demonstrates th W

desired output

pehavior https://huggingface.co/docs/trl/ '

e upon atime...

This data is used tc

fine-tune GPT-3.5

with supervised

learning. RM
This data is used AR
to train our .\}S.é{/. The reward is used
reward model. to update the

0-0-0-0 policy using PPO.

for the output.

Credit: openai.com/blog/chatgpt
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Reinforcement Learning fromHuman Feedback

e However, "human in the loop” techniques are expensive
and error prone.

e \What if we replace the human part with Al??
= I'Xiv > ¢s > arXiv:2309.00267

Help | Adve

Computer Science > Computation and Language

[Submitted on 1 Sep 2023]

RLAIF: Scaling Reinforcement Learning from Human Feedback with Al Feedback

Harrison Lee, Samrat Phatale, Hassan Mansoor, Kellie Lu, Thomas Mesnard, Colton Bishop, Victor Carbune, Abhinav Rastogi

Reinforcement learning from human feedback (RLHF) is effective at aligning large language models (LLMs) to human preferences, but gathering high quality human
preference labels is a key bottleneck. We conduct a head-to-head comparison of RLHF vs. RL from Al Feedback (RLAIF) - a technique where preferences are labeled by an
off-the-shelf LLM in lieu of humans, and we find that they result in similar improvements. On the task of summarization, human evaluators prefer generations from both
RLAIF and RLHF over a baseline supervised fine-tuned model in ~70% of cases. Furthermore, when asked to rate RLAIF vs. RLHF summaries, humans prefer both at equal
rates. These results suggest that RLAIF can yield human-level performance, offering a potential solution to the scalability limitations of RLHF.

Subjects: Computation and Language (cs.CL); Artificial Intelligence (cs.Al); Machine Learning (cs.LG)

Cite as:  arXiv:2309.00267 [cs.CL] https://arxiv.org/abs/2309.00267

(or arXiv:2309.00267v1 [cs.CL] for this version)
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Architecture of RLIID

Robotics, . L '_ '
Games Autonomous Industrial System Advertising, Finance RL applications
. Processes Optimization || Recommendations i . pp |
Vehicles | B g,
OpenAl Multi-agent/ Policy
Gym Hierarchical Serving

Offline B>
} (3) Application Support
Custom Algorithms RLIlib Algorithms
RLIib Abstractions

Ray Tasks and Actors } (1) Distributed Execution

} (2) Abstractions for RL




Some Algorithms in RLIib

e High-throughput architectures ® gradient-free
o Distributed Prioritized Experience Replay (Ape-X) o Augmented Random Search (ARS)
o Importance Weighted Actor-Learner Architecture (IMPALA) o Evolution Strategies
o Asynchronous Proximal Policy Optimization (APPO)

e Multi-agent specific

e (Gradient-based o QMIX Monotonic Value Factorisation
o  Soft Actor-Critic (SAC (QMIX, VDN, IQN)
o Advantage Actor-Critic (A2C, A3O)
o Deep Deterministic Policy Gradients (DDPG, TD3) e Offline
© Deep Q Networks (DQN, Rainbow, Parametric DQN) o Advantage Re-Weighted Imitation Learning
o  Policy Gradients (MARWIL)
o Proximal Policy Optimization (PPO)


https://ray.readthedocs.io/en/latest/rllib-algorithms.html#augmented-random-search-ars
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#evolution-strategies
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#qmix-monotonic-value-factorisation-qmix-vdn-iqn
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#qmix-monotonic-value-factorisation-qmix-vdn-iqn
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#advantage-re-weighted-imitation-learning-marwil
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#advantage-re-weighted-imitation-learning-marwil
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#distributed-prioritized-experience-replay-ape-x
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#importance-weighted-actor-learner-architecture-impala
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#asynchronous-proximal-policy-optimization-appo
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#soft-actor-critic-sac
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#advantage-actor-critic-a2c-a3c
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#deep-deterministic-policy-gradients-ddpg-td3
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#deep-q-networks-dqn-rainbow-parametric-dqn
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#policy-gradients
https://ray.readthedocs.io/en/latest/rllib-algorithms.html#proximal-policy-optimization-ppo

Excellent Performance vs. "Hand-tuned” Implementations

= MPI PPO

Distributed PPO E Sl  Ape-X Distributed
DQN, DDPG

EVOI Utlon £ 1] Reference ES
. 1 RLIib ES
Strateqgies

4 5 6
Time elapsed (hours)

Number of CPUs
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Hence, there is a
TWO Tre n d S pressing need for a
robust, easy to use
Python-centric
distributed
computing system

Model sizes and therefore
compute requirements
outstripping Moore’s Law

Python growth driven by
ML/AI and other data
science workloads

e AlphaGo Zeyg

)
| :J'i‘tﬁ't”_l
’

o AlpZero

100 e Neural Mggfine Translation

[=) 6\‘. Neys#T Architecture Search

= \¢

c 10 o

% ﬂe e Xception ¢ 117 Pota vi koo jAVascript
E 1 ‘®o f \9  jdvd
>

@ V@ed =

© e DeepSpeech2 2

' < e ResNets -
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o e GoogleNe p

T .01 ~ — CBU >
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.0001

e DQN
.00001

2014 2015 2016 2017 2018 Time 2012 2014 2016 2018. 2020

https://openai.com/blog/ai-and-compute/


https://openai.com/blog/ai-and-compute/

The Overall Data & ML Landscape Today

All require distributed
implementations to scale

Model
Serving

HPO Tuning Training Simulation

B SIGOPT 3




Domain-specific

The Ray Vision: a Common Framework EESEEs

subsystem
Ra
Trzanye Ray RLIiyb
Train

Ray

Framework for
distributed Python (and
other languages...)

N ‘;n F N T ‘f', 5
: — AL BN .,
AT e . W
;'\:.‘&&'hl, fi - AR TR S A R W '

. i ) y i |
% { 3 A /'- o .
L il ‘j“.‘..r A-.d’ML{".;LM

Plus a growing list of
3rd-party libraries




Diverse Compute Requirements Motivated the Creation of Ray!

And repeated play,
over and over again,
to train for achieving

the best reward Neural network

Convolution Fully connected

Simulator (game
engine, robot sim,
factory floor sim...)

Complex agent?

Actions LO (Input) | 1 L 4
512x512 256x256 128x128 064x64 32x32 (Output)

-border fight
-attack
-center ko

Go example creation: o B itk I -nobi
Bob van den Hoek i —_ | i , il I M, 01 W1 -hane
| -split shape

Environment

Observations
Rewards






https://docs.ray.io/en/latest/

An Intuitive and Concise API

def make_array(...):
a=...
return a

def add_arrays(a, b):

return np.add(a, b) The Python you

already know...




An Intuitive and Concise API

Functions -> Tasks For completeness, add these first:

mport ay

get make_arrayy...): import numpy as np
a=... ray.init()
return a

Jet ada_arrays(a, b):
return np.add(a, b)

Now these functions
are remote “tasks"




An Intuitive and Concise API

Functions -> Tasks

@ray.remote
def make_array(...):
a=...
return a make_array

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_arrpy.remote(...




An Intuitive and Concise API

Functions -> Tasks

@ray.remote
def make_array(...):

da=...

return a make_array make_array
@ray.remote

def add_arrays(a, b):
return np.add(a, b)




An Intuitive and Concise API

Functions -> Tasks

@ray.remote
def make_array(...):

da=...

return a make_array make_array
@ray.remote

def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

add_arrays




An Intuitive and Concise API

Functions -> Tasks

@ray.remote
def make_array(...):
a=...

return a make_array make_array

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)
ref2 = make_array.remote(...)

of3 —add_arrays.remote(refi, ref2)
ray.get(ref3)

add_arrays

Retrieve results




An Intuitive and Concise API

Functions -> Tasks

@ray.remote
def make_array(...):
a=...
return a make_array make_array

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

Ray handles extracting the

ref1 = make_array.remote(...) arrays from the object refs

ref2 = make_array.remote(...)
ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)

add_arrays

Ray handles sequencing
of async dependencies




An Intuitive and Concise API What about

distributed
state?

Functions -> Tasks

@ray.remote

def make_array(...):
a=...
return a

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

ref2 = make_array.remote(...)

ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)




An Intuitive and Concise API What about

distributed

state?
Functions -> Tasks

@ray.remote

def make_array(...): class Counter(object): The Python

2= def __init__ (self): classes you
return a self.value = 0 love...
def increment(self):

self.value += 1

return self.value

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

ref2 = make_array.remote(...)

ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)




An Intuitive and Concise API What about

distributed

state?
Functions -> Tasks Classes -> Actors

def make_array(...): CTass counter{object):

2 e def _init_ (self):
return a self.value = 0
def increment(self):
self.value += 1
return self.value
def get_count(self):
return self.value

... NOW a remote
“actor”

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

ref2 = make_array.remote(...)

ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)

You need a
"getter” method
to read the state.




An Intuitive and Concise API

Functions -> Tasks

@ray.remote

def make_array(...):
a=...
return a

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

ref2 = make_array.remote(...)

ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)

Classes -> Actors

@ray.remote
class Counter(object):
def __init__(self):
self.value = 0
def increment(self):
self.value += 1
return self.value
def get_count(self):
return self.value

c = Counter.remote()

ref4 = c.increment.remote()
refd = c.increment.remotel()
ray.get([refd4, ref5]) # [1, 2]

What about
distributed
state?




An Intuitive and Concise API What about

distributed

state?
Functions -> Tasks Classes -> Actors

@ray.remote | @ray.remo(e(num_gpus=1) !
def make_array(...): class Coun ' : Configure with

2= def _init_ (self): optional key-
return a self.value = 0 value args.
def increment(self):

self.value += 1

return self.value
def get_count(self):

return self.value

@ray.remote
def add_arrays(a, b):
return np.add(a, b)

ref1 = make_array.remote(...)

ref2 = make_array.remote(...)

ref3 = add_arrays.remote(ref1, ref2)
ray.get(ref3)

c = Counter.remote()

ref4 = c.increment.remote()
refd = c.increment.remotel()
ray.get([refd4, ref5]) # [1, 2]
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What Are Microservices?

® They partition the domain ?
REST
o Conway's Law - Embraced

O Separate responsibilities
o Simplified DevOps

APl Gateway

2
= =




Conway’s Law: Embraced

e “"Any organization that designs a ?
system will produce a design fiais

whose structure is a copy of the

organization's communication

l_l_f \
tructure”
o ?{ar:;el:lian fight this, let each mmm

team own and managqge the

services for its part of the domain! ““




Separate Responsibilities

e Each microservice does "one ?
: . iy L REST
thing” a single responsibility
with minimally-sufficient
coupling to the other

APl Gateway

gt
Ticroservices Wlﬁ




Separate Responsibilities

L hi ) ?
: REST
e Each team manages its own ?

e Each microservice has a different /

— X

ber of inst f labilit |

zsdmree;“oenlcn; ances for scalability “—m*’"=
" M‘

e DBut they have to be managed -

explicitly ““




Management Drastically Simplified!

e \With Ray, you can have one ?
b REST
"logical” instance to managqge

and Ray does the cluster-wide
scaling for you.
o NoO need for explicit
container scaling.




What About Kubernetes?

® Ray scaling is very fine grained. ?
REST

APl Gateway

® [t operates within the "nodes”
of coarse-grained managers
o Containers, pods, VMs, or
physical machines
e |.e. a Ray cluster within a K8s
cluster







Hyper Parameter Tunlng W|th Ray Tune

Ray Ray Ray Ray Ray
Data Tune Teain RLIIb Serve

Model
Serving

Streaming - HPO Tuning | Training Simulation

other languages...)

Framework for
distributed Python (and RAY
o o teann

HPO: Hyper Parameter Optimization



What |Is Hyper Parameter Tuning?

Trivial example;
What's the best value for “k” in k-
means??
k is\a “hyperparameter”
The resulting clusters are
defined by "parameters”

credit: https://commons.wikimedia.org/wiki/File:K-means_convergence.qif


https://commons.wikimedia.org/wiki/File:K-means_convergence.gif

Non-trivial Example: Neural Nets

How many layers? Every nu_mber
What kinds of layers? shown is a
YIS hyperparameter!

dense dense

dense

—> —> —>
13

256 N B 1000
Max 4096 4096
Max pooling pooling
pooling




Tune Is Optimized for Deep Learning

Resource Aware Seamless

Scheduling Distributecution

j=r:
g

Simple API for Fra
new algorithms

class TrialScheduler:

def on_result(self, trial, result): ...
def choose_trial_to_run(self): ...




Hyper Parameters Optimized for Performance

HalfCheetah-vl (PPO, Policy Network Structure)

-~~~ (100,50,25)
(400,300)

0.75 1.00 125 150 175  2.00
Timesteps x10°




Why We Need a Framework for Tuning Hyper Parameters

J v "
i o \».
B

We want the best model

Resources are expensive ¢

Model training is time-
consuming




Tuning with Distributed Training

tune.run(PytorchTrainable,

config-
"model creator": PretrainBERT,
"data creator": create_data_loader,
‘use_gpu': True,
"num_replicas": 8,
"I[r": tune.uniform(o.001, 0.1)

}

num_samples-100,

search_alg=BayesianOptimization()

scikit




Native Integration with TensorBoard HParams

TensorBoard SCALARS HPARAMS

INACTIVE ~ C & (@

Hyperparameters

activation TABLE VIEW PARALLEL COORDINATES VIEW SCATTER PLOT MATRIX VIEW
relu
tanh

width Color by

, ray/tune/neg_mean_|... ~
Min

-infinity width height ray/tune/neg_mean_loss

@® Linear @® Linear @® Linear
M.axf . O Logarithmic O Logarithmic O Logarithmic
—— O Quantile O Quantile O AQuantile

Metrics

ray/tune/iterations_since_res

Min Max actlzatlon height ray/tune/neg_mean_loss
-infinity +infinity

tanh —

ray/tune/mean_loss

Min Max
-infinity +infinity

ray/tune/neg_mean_loss

Min Max
-infinity +infinity

] ray/tune/time_since_restore

Min Max
-infinity +infinity

Status




